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BLOOMBASE

nCipher nShield Connect HSMs and nShield Remote Administration are validated by Bloombase InteropLab to run with Bloombase StoreSafe
Intelligent Storage Firewall. This document describes the steps carried out to integrate nCipher nShield Connect HSMs and Remote
Administration with Bloombase StoreSafe software appliance on VMware ESXi to deliver high resilient transparent storage encryption for
mission critical applications. Client host system Microsoft Windows Server 2019 has been tested with nCipher nShield Connect HSMs, nShield
Remote Administration and Bloombase StoreSafe to secure Microsoft Storage Server 2019 as storage backend.

Executive Summary
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Purpose and Scope

This document describes the steps necessary to integrate nCipher nShield Connect HSMs and Remote Administration with
Bloombase StoreSafe to deliver agentless, transparent encryption security of traditional storage systems and next-generation
storage services for mission-critical applications. Specifically, we cover the following topics:

Install and configure Bloombase StoreSafe High-Availability (HA) cluster
® Integrate Bloombase StoreSafe with nCipher nShield Connect HSMs cluster and nShield Security World

® Integrate Bloombase StoreSafe with nCipher nShield Connect HSMs, nShield Remote Administration on Microsoft
Windows 10

® Integrate application components Microsoft Windows Server 2019 client host system and Microsoft Storage Server
2019 with Bloombase StoreSafe and nCipher nShield to demonstrate how high resilient agentless data encryption
could be achieved
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Assumptions

This document describes the integration of nCipher nShield Connect HSMs and Remote Administration with Bloombase
StoreSafe. It is assumed that you are familiar with operation of nCipher nShield Connect HSMs, nShield Remote Administration,
storage systems, and major operating systems including Linux, Microsoft Windows, IBM AIX, HP-UX and Oracle Sun Solaris. It is
also assumed that you possess basic UNIX administration skills. The examples provided may require modifications before they
are run under your version of operating system.

As nCipher nShield Connect HSMs and nShield Remote Administration are third party hardware option to Bloombase StoreSafe
data at-rest encryption security solution, you are recommended to refer to installation and configuration guides of specific
model of nCipher nShield Connect HSMs and nShield Remote Administration for your actual use cases. We assume you have
basic knowledge of storage networking and information cryptography. For specific technical product information of Bloombase
StoreSafe, please refer to our website at https://www.bloombase.com or Bloombase SupPortal
https://supportal.bloombase.com.
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Infrastructure

Setup

The integration discussed in this guide is based on the system block diagram below:
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Hardware Security Module

Hardware Security Module nCipher nShield Connect XC HSMs v12.60.2
Client Software nCipher nCSS vi12.60.11 Security World Software for Linux 64-
bit

Remote Administration

Remove Administration nShield Remote Administration Client and Remote
Administration Cards

Client Microsoft Windows 10

Storage Encryption

Bloombase StoreSafe Bloombase StoreSafe Intelligent Storage Firewall Software Appliance
v3.4.7.13

Server VMware Virtual Machine (VM) on VMware ESXi 6.0

Processor 4 x Virtual CPU (vCPU)

Memory 8GB

Storage System

| Storage System | Microsoft Storage Server on Microsoft Windows Server 2019 on VMware ESXi 6.0
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Application Client

‘ Client Host | Microsoft Windows Server 2019 on VMware ESXi 6.0
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Configuration Overview

nCipher nShield Connect HSMs

The following operations can be performed by any user in the nFast group. Administrator access is needed for stopping and
starting the hardserver. First install the Security World Software for Linux 64-bit.

After installation of the nCipher nShield Security World Software is complete, the HSM can be configured.

nCipher nShield Connect HSMs Network Configuration
The nCipher nShield Connect HSM is installed with network settings provisioned. In this integration as an example, the nCipher

nShield Connect HSM is provided with IP address and Security World. The provided Security World files should be placed in the

kmdata

directory as stated in the nShield User Guide.

nCipher nShield Connect Client Enrollment

Bloombase StoreSafe software appliance then needs to be registered as the HSM client by nCSS enroll utility.
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In this integration, Slot 1 has been used for key protection with the HSM as shown in the following entries in Bloombase
StoreSafe

pkcsll-nfast.properties

configuration file:

name=nfast
library=/opt/nfast/toolkits/pkcsll/libcknfast.so
attributes=compatibility

slotListIndex=1

The HSM key protection will typically be an Operator Card Set (OCS) (as shown in the output above), but can alternatively be a
softcard.

HSM PKCS#11 integration uses standard SunPKCS11 provider. This makes selection of slot customer configurable. This can
optionally be reconfigured, by modifying

slotListIndex

entry in Bloombase StoreSafe

pkcsll-nfast.properties

property file.

Please refer to “nShield Connect User Guide” for detailed setup and configurations.

nShield Failover Cluster Configuration

If you have multiple HSMs to be used in high-availability mode, create the cknfastrc file in the $NFAST_HOME (typically
/opt/nfast/) directory, with the entry:

CKNFAST LOADSHARING=1

Run command

/opt/nfast/bin/ckcheckinst

as the sanity check to confirm if everything is working on the HSM and PKCS#11 layer. Ensure Loadsharing and Failover is
enabled.

[root@storesafe ~]# /opt/nfast/bin/ckcheckinst
PKCS#11 library interface version 2.01
flags O

manufacturerID "nCipher Corp. Ltd "
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libraryDescription "nCipher PKCS#11 12.50.4+ "
implementation version 12.50

Loadsharing and Failover enabled

Slot Status Label
0 Fixed token "loadshared accelerator "
1 Soft token "nshield "

No removable tokens present.

Please insert an operator card into at least one available slot and enter 'R' retry.
If you have not created an operator card or there are no physical slots,

enter a fixed token slot number,

or 'E' to exit this program and create a card set before continuing.

Enter a fixed token slot number, 'R'etry or 'E'xit: 1

Using slot number 1.

Please enter the passphrase for this token (No echo set).

Passphrase:

Test Pass/Failed
1 Generate RSA key pair Pass

2 Generate DSA key pair Pass

3 Encryption/Decryption Pass

4 Signing/Verification Pass
Deleting test keys ok

PKCS#11 library test successful.

nCipher nShield Remote Administration

Please note that if using nShield Trusted Verification Device (TVD) protection, only 1-of-N persistent cardset is supported. You
must have an operator card inserted into every slot from the same 1-of-N card set, at the time of application startup. This setup
was tested with this 1-of-N configuration. However, if you want to use K-of-N TVD cardset, you may be able to use nCipher
provided 'preload’ utility for loading keys on a particular slot. Please refer to nCipher Connect User guide for details.

nCipher nShield Remote Administration Client Configuration

To utilize a cardset with nShield Trusted Verification Device (TVD), the nCipher nShield Remote Administration Client must be
installed on a physically accessible machine and the TVD attached to one of its ports.
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If you are using and connected to multiple HSMs, you will see a list of them along with the associated ESNs. You will need to
repeat this process for each ESN to ensure the cardset is active on them all and utilize high-availability.

) nShield Remote Administration Client 12,60,11 - X

OIlITIY Choose HSM (step 2 of 3)

Remcte Administration Service: 192.168.23.38

Select n3hield H3M:

Module Mumkber Electronic Serial Mumbzr (ESM) | R4 Ready
1 DB13-03E0-0947 v Yes
2 090E-03ED-D347 v Ve

< Back ‘ | Exit

nCipher Trusted Verification Device (TVD) Integration

When prompted, the user must insert a blank card into the Trusted Verification Device (TVD) slot. As with the below screen, the
user must be present in-person to see the HSM ESN matches and confirm by pressing OK.
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() CIPHER

‘ 2000030

If the ESN

is not correct
press ‘'C’

to cancel

nShield —

To confirm the
target HSM
ESM is correct
. ] press 'OK’

trusted verification device

nShield Remote Administration Cards Initialization and Operations

Use the following command on a blank card inserted into the Trusted Verification Device (TVD) to create the operator cardset.

createocs -m 1 -p -Q 1/1 -N storesafe --remotely-readable

Repeat this step for every card in set inserting each one at a time into the Trusted Verification Device (TVD).

Microsoft Storage Server on Microsoft Windows Server
2019

Microsoft Storage Server on Microsoft Windows Server 2019 running on VMware ESXi is used in this interoperability test which is
able to provide storage services over network storage protocols including NVMe, FCP, iSCSI, NFS, SMB, CIFS, REST, etc.
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admin@192.168.

{“}; Navigator [} (1 192.168.23.20 - Virtual Machines
|
- al Machines ——
] g Console \ Shutdown 1§ Suspend | & Refresh \ ﬁ Actions (Q Search )
[J.| Virtual machine v  Status v Used space v  Guest0S w | Host name w | Host CPU ~ Host memory v
O (51 XX_Windows 2012 R2 usdevcd01.usdev.l... o Nor.. 15.76 GB Microsoft Windows Se...  Unknown 0 MHz omB
O ﬁ Win10 (50) @ Nor. 38.55 GB Microsoft Windows 10 win22-50.usdev local 192 MHz 4.05GB
ﬁ. Windows 2016 (201) o Nor__ 2367 GB Microsoft Windows Se...  win22-201 usdev local 28 MHz 4.05 GB
O ﬁ. Interop Remote Desktop o Nor__ 38.99 GB Microsoft Windows 10 win23-118 81 MHz 4.05GB
O (P DEV DC (200) @ Nor.. 30.03 GB Microsoft Windows Se... | win23-200.usdev local 51 MHz 405GB
Quick filters v Sitems
Windows 2016 (201 X
1
Guest 08 Microsoft Windows Server 2016 or later (6. cru D
28 MHz
Compatibility
— VMware Tools Yes MEMORY  SEEE
CPUs 2 4.05GB
|Z] Recent tasks a
Task ~ | Target ~ | Initiator wv | Queued ~ | Started ~ Result a ~  Completed v -

Microsoft Windows Server 2019 is deployed as a virtual appliance (VA) on VMware ESXi.

vmware ESXi” admin@192.1682320 v | Help v | (CEEEuEl -
l"E‘Navigator || 1 192.168.23.20 - Virtual Machines |
: || @ Windows 2016 (201) 2 &1 0= 4% Actions € [
w—— - 5 x
¥ | <« File and Storage Services * Shares Z | 7 Memage ook view hep
~n SHARES o VOLUME - i
Servers AYA 7 <hares | 6 total TASKS ¥ |  shareO1 on win22-201 [Tasks ~
1 Volumes = o ) e Data (E)
Disks Capacity: 200GB
ﬂ Storage Pools Share Local Path P
0.1% Used M 143 MB Used Space
Shares 4 Win22-201 (6) 200 GB Free Space
iSCSI demo E:\Shares\demo S
Work Folders f1 E:\Shares\f1 S|
f2 E:\Shares\f2 S|
print§ C:A\Windows\system32\spool\driv... S
o
= share02 E:\Shares\share02 S Go to Volumes Overview >
=
QUOTA
share01 on win22
To use quotas, File Server Resource Manager must be

%14PM

A~ e =45 02000
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vmware ESXi” admin@192.1682320 v | Help v | ((CRIE]
‘ “E' Navigator (1 192.168.23.20 - Virtual
= wi 2016 (201) = Actions
# Virtual Machines = -
. & Serve 3 share01 Properties — [m} X
@ v ““File and Storage JERSNSeE
_ SHARE Show A 2
I Servers hYR A sharg General - Share description:
i Volumes - Permissions =
Filter
5 Disks Settings +
St Pool Share
orage oo0s E Folder path: Ei\Shares\share01
« vin22-3 S
SCSI
! demo Availability type:  Not Clustered
Work Folders 1
f2 P
Permissions
print§
. Permisions 1 cces the s on share are st wsing  combinatio o
] share02 folder permissions, share permissions, and, optionally, a central access
policy.
-
Share permissions: Custom
Folder permissions:
Type Principal Access Applies To
Allow USDEVyjusty.wong Full Contr... This folder, subfolde
Allow USDEV\Domain Users Full Contr... This folder, subfolde &
921 PM
~ e B 2020 > 2

Microsoft Windows Server 2019 File Management is configured to provide the SMB share backend storage to domain users.

SMB/CIFS storage services are provisioned on Microsoft Windows Storage Server to be used in this integration testing.

Bloombase StoreSafe Intelligent Storage Firewall

Bloombase StoreSafe delivers unified data at-rest encryption security of files, block devices, objects, sequential storages, etc. In
this interoperability test, file-based encryption security service is validated against Bloombase StoreSafe with keys managed at
nCipher nShield Connect HSMs.
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(%} 192.168.100.102 - vSphere Client _|O ﬂ
File Edit View Inventory Administration Plug-ins Help

@ £y Home b g Inventory b [Fl Inventory
Ny a0 GRS R

-1 [ 152.168.100.102 DEMO Bloombase StoreSafe nShield
B & DEMOD
) DEMO AWS Storage Gatew:
(& DEMO Bloombase StoreSafi
(3 DEMO EMC VX (10.190, 1
() DEMO RHEL (100.135, 38.1
EARECERMEIEREENEE spitf ire0S release 5.8 (Final)
ECCRIESSIEEEl| Kernel 3.108.33-1.ssfc on an xB6_64
{3 DEMO Win? nShield
ﬁ DEMO Windows? (100,157, ss_nshield ll:lgil'li
& OTHER

] Tasks

Bloombase StoreSafe Intelligent Storage Firewall software appliance is deployed as a virtual appliance (VA) on VMware ESXi.
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& Main 4= Logout <@ Support & About 2 Help

E Bloombase StoreSafe Security Server

Sheche Find Key Wrapper

Host Name:

storesafe.usdev.loca

User: admin Find Kev Wrapper

Datetime: 2018-12-20

13:29:57 -0800 MName Type  Asymmetric ¥  Active  Active ¥ CA v

“ More Options

Menu Bar
System w Find Reset Add
Operation W AL
Network Security W
High Availability v £ name Type S::::e Active Status CA Su[l:)l]l':ct Is;:ler Si;f:eitiir‘:; DE:::{:_.E U:I;tle
Administration v e 2018-12- 2028-12 E;::tl?e
T Hardware “le- -le- -12-
:i:ziigi::j:s”e ~ 1 E;S:{‘)I Asymmetric aicduuﬁi? valid [ Ch=keyDl CN=key01 30383336 _30383336 ;Dgsggn?
Hardware Security Module 1-1 of 1
OASIS KMIP Key Manager
Cloud Key Managers
Find Key Wrapper
Create Key Wrapper
StoreSafe Configurations
Storage v
Language

English ¥

Copyright © 2018
Bleombase

nCipher nShield Connect HSM and Bloombase StoreSafe Integration

To enable the Bloombase StoreSafe to utilize keys in the network attached nCipher nShield Connect HSM. The hardware security
module configuration at Bloombase web management console has to be set up.

Bloombase supports nCipher nShield Connect HSM out of the box. When a nCipher nShield Connect HSM is configured at
Bloombase web management console, select Module as

nfast

which allows the embedded Bloombase KeyCastle module to utilize nCipher nFast driver to access nCipher nShield Connect
HSM over standard PKCS#11 protocol.

In this scenario, the nCipher nShield Connect HSM is assigned a token label namely

storesafe
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Again, the use of slot is customer configurable. This can optionally be reconfigured, by modifying
slotListIndex

entry in Bloombase StoreSafe

pkcsll-nfast.properties

property file.

When prompted for pins, plug in nShield OCS card at nShield Connect HSM and enter nShield OCS card pin.

Modify Hardware Security Module

Modify Hardware Security Module
Module nfast

Label / Username storesafe

Pin oy
Confirm Pin sessnene
Submit Refresh Delete Cancel

When nCipher nShield Connect HSM resource is properly provisioned at Bloombase StoreSafe, the status would show up as

Active
List Hardware Security Module
List Hardware Security Module
£] Label Present Slot Token Module Manufacturer Model Serial Number Version Status
- nCipher Corp. - / 7 o DB13-03E0-DS47 090E-03E0- 12.50.11/
1 storesafe [ 1 nfast Ltd NC3025E/nC4035E/nC4335N Do47 12.60.11 v
Add

Encryption Key Provisioning

To generate key in attached nCipher nShield Connect HSM, select Key Source Type as

Hardware Security Module

Module as

nfast
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and the assigned HSM token label, in this case

storesafe

Select “Add Key” to generate a new key on the HSM.

Modify Key Wrapper
Key Wrapper Permissions

Modify Key Wrapper

Key Source Hardware Secunty Module
Module nfast hd

Token storesafe W

Key hd

Select Key Add Key

Close

Or if key already exists, simply choose from the dropdown box.

Modify Key Wrapper
Key Wrapper Permissions

Modify Key Wrapper

Key Source Hardware Security Module
Module nfast hd

Token storesafe v

Key keyDl w

Select Key Add Key

Close

Ensure you import a key from the HSM before you submit the key wrapper.
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Backend Physical Storage Configuration

Physical storage namely

shareOl
is configured to be secured by Bloombase StoreSafe using encryption.
Modify Storage Configuration

Physical Storage Permissions

Physical Storage Configuration

Name share01
Description
P2
Physical Storage Type Remote v
Type Common Internet File System (CIFS) v
Host 192.168.10.180
Share Name share01
Read Size
Write Size
Synchronous

Mount Hard

User Administrator
Password

Options

Owner admin

Last Update Datetime 2014-02-13 10:07:40 +0800

Submit Delete Close

Secure Storage Configuration
Virtual storage namely
share01

of type

File
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is created to virtualize physical storage

shareO1l

for application transparent encryption protection over network file protocols including CIFS and NFS.

Modify Virtual Storage

Virtual Storage Protection Access Control Permissions

Modify Virtual Storage

Name share01
Status
Description
P
Active v
Mode File
Owner admin

Last Update Datetime 2014-02-13 10:09:11 +0800

Settings

Offline Setting Disabled ¥

Physical Storage

Storage share01 p‘ﬁg

Description

Physical Storage Type  Remote

Submit Delete Close

Protection type is specified as
Privacy
and secure the Microsoft Storage Server storage backend using
AES 256-bit
encryption and encryption key
key01

managed at nCipher nShield Connect HSM.

© 2020 Bloombase, Inc.
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Modify Virtual Storage Handler
Virtual Storage Protection Access Control Permissions

Virtual Storage Protection

Protection Type Privacy v

Encryption Keys

ﬂ Key Name Last Update Datetime
1 key01 2014-02-13 10:09:11 +0800

Add Remove
Cryptographic Cipher

Cipher Algorithm AES v

Bit Length 256 v

Submit Close

SMB/CIFS storage protocol relies mainly on user-password authentication for access control. In this test, the Bloombase
StoreSafe secure storage resource

shareOl
is provisioned for user
user0l

with Microsoft Active Directory integration for user-password authentication and single sign-on.
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Modify Virtual Storage Access Control
Virtual Storage Protection Access Control Permissions

User Access Control

Default Read Write
User Repository Microsoft Active Directory (MSAD) v
E] User Access Control List Last Update Datetime
1 user01 v ¥ Read W Write 2014-02-13 10:09:11 +0800
Add Remove
More Options

Submit Close

Bloombase High Availability Module Configuration

A heartbeat network is setup between nodes in a Bloombase StoreSafe cluster to provide High Availability services. For this
integration guide, the Bloombase StoreSafe nodes share a virtual IP resource to provide transparent failover.

EP root@storesafed:~ - O >

List current Ha
HA Node Settings:

Primary node : 152.168.23.38
{storesafel .usdev.local)

Secondary node : 1%2.168.23.39
(storesafe?.u=sdev.local)

Tertiary node I no

Quorum node I no

The cluster synchronizes encryption configurations with all nodes in the cluster such as encryption keys from the nCipher
nShield Connect HSM and encrypted data sources.
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View Cluster Status

View Cluster Status

Cluster Enabled

Name 55C

Nodes
@ Enabled Assigned Node Name Node Name Cluster
1 storesafel.usdev.local storesafel.usdev.local ssc

2 storesafe?. usdev.|ocal

storesafe2.usdev.local ssc

Refresh

Host

Node
Status

System
e FEe

192.168.23.38 w w w

152.168.23.39

Replicate

@

Cancel

@ ¢

© 2020 Bloombase, Inc.

Last Health Check
# 2020-10-27
08:51:23 -0700

& 2020-10-27
08:51:23 -0700

Last
Replication
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Use Case

Data-at-Rest Encryption

SMB shares are an example from the many protocols Bloombase StoreSafe supports for encryption. A share from a Windows
Server 2019 system that is accessible by domain users is created to act as backend storage. Bloombase StoreSafe creates a
virtual encrypted share on its own hostname path that is accessed from a client software system.
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Win10 (50) - Console - VMware ESXi - Google Chrome

o

< | storesafe.usdev.local

t Bl > Network > storesafe.usdev.local

# Quick sccess chared]
1B Deskiop
& Downloads
2 Documents
5 Pictures
@ OneDrive
8 This PC

[ Network

ctivate Window:

On the demo virtual encrypted SMB share, a sample plaintext file is created by the client and saved. The file is transparently
encrypted by the Bloombase StoreSafe encryption engine and stored on the Windows Server 2019 backend share.

password bt - Notepad

File Edit Format View Help

My IRS password: iloveyou

Network » storessfe.usdev.local > shared!
# Quick access

[ Desktop

I8 Pictures

@ OneDrive

B This PC

@ Network

dows

clivate Windows.
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If the application data is attempted to be accessed directly on the backend without going through the Bloombase StoreSafe
encryption engine, only ciphertext can be read as expected.

dbt - Notepad

| , B " aul*FL,)

luser@1@USDEV. LOCAL

©1.3.6:1.4.1.23372..8.1.2.4.1 T

= “MYIBOjCCATYCAQAWIDARMQS8WDQYDVQQDDAZ®O
1@ ZXNOMDECCWCNLaBJu5mkLg30MASGCSqGSIb3DQE

BAQSCAQA8ZE/FRb3nBT6I7cwI3UKWD/C3BA7wg2

+6s7eiatmcZglc3eXjHdwwkEB7yGV68y5SjOHKB

3LWR579a0JV5DKrMbuidSHNOLog/0Tava7g1Q2k

YU66CNLqIqzVEgArax79sApeRv/h9+UYXLV1rzZG
TSR

+ej8DGNR5PAXxsvckjim/vajTuouE7TpZCIme8i4
WLaEmiN@e9LVHLVcZyyN8aha57361y/PN5q8g/f
Q4GP5YdraC2TvIMsUl11w3573SmzOpP/g2y40Sie
9aDD8YYb1ldR1ZObglLyjukz1miuwfpbh7m2RTdOw
81eBQMXSpobDyGKX/YZcvV5c5JoPqowheZ Aro
@ABXNYABNQYXZhLnV@aWwuQXJyYX1MaXNoeIHSH
ZnNHYZODAAFJAARzaXpleHAAAAABAWQAAAABAXIA
AltCrPMX

Bloombase StoreSafe High Availability Cluster Failover

In the case of a Bloombase StoreSafe cluster node failure, a secondary or tertiary node will take over data path and encryption
duties automatically after a specified timeout period.

View Cluster Status

View Cluster Status

Cluster Enabled v

Name SSC

Nodes
@ Enabled Assigned Node Name Node Name Cluster Host Sr:gtdues Role Ssﬁitt?:;‘ Last Health Check Repﬁiacsattion
1 v storesafel.usdev.local 192.168.23.38 A w/ ;‘;;22509173780010
2 v storesafe2.usdev.local storesafe2.usdev.local ssc 192.168.23.39 < /s L5 igigzc?nl_ln_;lm

Refresh Cancel

From the client application perspective, no changes have been made. Besides a short interruption in the SMB share during
failover, the file share path and data integrity are maintained.
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passwo otepad

File Edit Format View Help

My IRS password: iloveyou

nCipher nShield Connect HSM Cluster Failover

In the event of an nShield failure or timeout, the nfast driver will report the unavailable HSM module. As long as the failover and
loadbalencing feature is enabled and the same cardset is inserted, the secondary or tertiary HSM module will automatically
occupy the same slot.
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The data encryption process will not have any interruption due to key caching. A new key generation or change to key
configuration may be delayed during the timeout period.

Win10 (50) - Console - VMuwsre ESXi - Goagie Crrome - 8 x

password bt - Notepad

File Edit Format View Help

My IRS password: iloveyou

storesafeusdevlocal > shared!

a Network

dows
activate Windows.
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Bloombase StoreSafe High Availability Cluster Failback

Once the primary Bloombase StoreSafe node returns to online status, the cluster configuration will show all nodes online and
current active node. The administrator can then manually failback the primary node to active state.

View Cluster Status

View Cluster Status

Cluster Enabled v

Name ssC

Nodes
@ Enabled Assigned Node Name Node Name Cluster Host Sr'tl:ﬂfs Role Ss\gttﬁ;‘ Last Health Check Repli;::sattion
1 v storesafel.usdev.local storesafel.usdev.local ssc 192.168.23.38 L9t w s 56;2254:{105%20
2 v storesafe2.usdev.local storesafe2.usdev.local ssc 192.168.23.39 L% s o s 2020-11-02

00:09:18 -0800

Refresh Cancel

The failback operation of Bloombase StoreSafe High Availability Cluster is fully transparent to users and software applications
relying on the data path secured by Bloombase StoreSafe.

password it - Notepad

File Edit Format View Help

My IRS password: iloveyou
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nCipher nShield Connect HSM Cluster Failback

Once any failed nShield HSM module returns to online status, the nfast driver will report the module status again with any active
slot statuses.

E# root@storesafel:~ — O x

The failback operation of nCipher nShield Connect HSM cluster is fully transparent to Bloombase StoreSafe with zero
operational impact to users and software applications running on the Bloombase StoreSafe-secured storage resources .
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password bt - Notepad

File Edit Format View Help

My IRS password: iloveyou

Network > storessfeusdev.local > shared!

password.tet

3| Documents

8 Pictures
@ OneDrive
B This PC

i Network
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Conclusion

In this integration guide, we have shown how to set up Bloombase StoreSafe Intelligent Storage Firewall high availability (HA)
cluster with nCipher nShield Connect hardware security module (HSM) load-balancing cluster for security-hardened key
management along with nCipher Remote Administration to achieve high security remote management of nCipher nShield HSMs.
The end result is a security-accredited high resilient application-transparent storage encryption solution that locks down
sensitive crown-jewel data on disks and helps mitigate information exfiltration threats for mission-critical systems and data
services.

As a summatry,
® nCipher nShield Connect hardware security module (HSM)
® nCipher Remote Administration
®  Trusted Verification Device (TVD), and

® nCipher Security World

have been integrated with Bloombase StoreSafe Intelligent Storage Firewall to deliver encryption security of Microsoft Storage
Server on Microsoft Windows Server 2019 over SMB/CIFS network storage protocols for software applications running on
Microsoft Windows Server 2019 and Windows 10.
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Bloombase Product Application Components

Hardware Security Module

Bloombase StoreSafe e Microsoft Storage Server
Intelligent Storage Firewall
e Microsoft Windows Server 2019

e Microsoft Windows 10

e nCipher nShield Connect HSM

e nCipher Remote Administration

e Trusted Verification Device (TVD)

e nCipher Security World
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Disclaimer

The integration procedures described in this paper were conducted in the Bloombase InteropLab. Bloombase has not tested this
configuration with all the combinations of hardware and software options available. There may be significant difference in your
configuration that will change the procedures necessary to accomplish the objectives outlined in this paper. If you find that any
of these procedures do not work in your environment, please contact us immediately.
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